


Matrix A is tridiagonal. Also, the matrix is symmetric and,

Thus, this matrix is positive definite.



HOMEWORK 10:

Write a program to solve the system Ax=b with  the SOR method. A is



a strictly diagonally dominant matrix with dimension n. For n=100 and

Matrix A  with 10s on its  main diagonal and 1s on other diagonals and 

vector  b  with  all   elements  equal  1,  via  an  iterative   process  and 

computing CPU time estimate the optimum relaxation parameter.  The

relative Euclidean norm must be less than 1E-6 for convergence.

Solving Nonlinear Systems of Equations



This system can also be represented as,

where,

Fixed Point Method







Converges to the solution of the system. The  results in  the following 

Table were generated until,



the following table,



,

With initial guess p0 =1.5, the following results  were  obtained  for  different 

choices of g,



Only cases (c), (d) and (e) lead  to  the correct answer. But, the  rate  of 

the convergence is different. The case (e) has the fastest convergence.



• The convergence rate of the Fixed point method is dependent on the

function G and also on the initial guess.

Newton’s Method

f(p)=0. So,

(p is the root of f on [a,b])

One-dimensional case



So,

• Newton’s method is a fixed point iteration technique 



• Provided  that  p0 is  a  good  initial  approximation,  this  fixed  point

method gives rapid convergence.

• This  method  is  most  effective, when       is  bounded away from zero

near  p.
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Newton’s Method

n-dimensional case

For solving the nonlinear system,

where,



Newton’s method is extended to n-dimensional case. In  this  case  the

Function G is defined by,

where the Jacobian matrix is,

Then, fixed point iteration procedure is applied as,



• Newton’s method gives a rapid convergence,

• A weakness of Newton’s method is the need to compute and invert the

matrix J(x) at each step. In practice the Newton’s method is performed

in the following two-step manner,  
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